


 

 

domains (Benson et al., 1986; Crowther et al., 2009; Bosque, 2006; Alonso-Ramos et 

al., 2010). However, multilingual resources of collocations and other multiword 

expressions, such as idioms, are scarce, but they are very useful to command such 

structures in other languages (Alonso-Ramos, 2015). In this respect, building 

multilingual dictionaries of collocations is a hard task which requires a huge effort from 

expert lexicographers in different languages (Orenha-Ottaiano, 2017). 

Taking the above into account, this paper presents the steps to automatically create a 

multilingual dictionary of collocations of English, Portuguese, and Spanish. The 

dictionary includes three types of collocational patterns: (i) verb–object (obj) such as 

the “[to] issue [an] invoice”; (ii) adjective–noun (amod), e.g., “deep shame”, and (iii) 

nominal compounds (nmod) such as “cigarette packet” (or “packet of cigarettes”). 

Broadly speaking, the method consists of the following steps: first, we compile large 

corpora in each of the three languages, and analyse them using natural language 

processing (NLP) tools to obtain morphosyntactic and syntactic information (Gamallo 

et al., 2018; Straka & Straková, 2017). Then, we apply different statistical association 

measures (AMs) to automatically select collocation candidates from the corpora (Evert 

et al., 2017; Garcia et al., 2019). After that, we use cross-lingual models of distributional 

semantics to apply compositional strategies able to identify equivalents of a given 

collocation in other languages (Garcia et al., 2017; Gamallo & Garcia, 2019). Instead 

of using parallel corpora, the cross-lingual models can be generated with monolingual 

resources, thus avoiding the need of obtaining large parallel texts for each language 

pair (Artetxe et al., 2018). The resulting dictionary provides, for each collocation in a 

source language, a set of equivalents in the target ones, ranked by a confidence value 

which represents the translation probabilities. The dictionary will be published as an 

online tool, and all the resources generated in this research will be freely available. 

The rest of this paper is organized as follows. Section 2 briefly presents some previous 

work concerning different methods to extract collocations from corpora. Then, the 

approaches to both identify monolingual and multilingual collocations are introduced 

in Section 3, which also discusses some shortcomings and further lines of research. 

Finally, Section 4 summarizes the main properties of the online dictionary, while Section 

5 contains the conclusions of our study. 

2. Methods to extract collocations with a lexicographic aim 

In order to create the lexicographic resources to release a multilingual dictionary, our 

work takes advantage of different NLP methods aimed at identifying monolingual 

collocations from corpora as well as at finding their equivalents in other languages. 

The first approaches to extract collocations from corpora consisted of applying AMs to 

short sequences of ngrams (Smadja, 1993). Using similar approaches, other studies 

defined patterns of part-of-speech tags to identify specific constructions (Krenn & Evert, 
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2001), while the use of syntactic dependencies was evaluated in articles such as Lin 

(1999) or Seretan and Wehrli (2006). Besides classical association measures such as 

pointwise mutual information or t-score, several authors have proposed directional AMs 

to capture the asymmetry of collocations (Gries, 2013; Carlini et al., 2014). 

With a view to comparing the performance of different AMs, studies such as Pecina 

(2010), Evert et al. (2017), or Garcia et al. (2019) performed different evaluations of 

various measures to extract collocations in several languages. The results, however, 

differ with respect to the collocation type as well as to the interpretation of collocations, 

which involves divergent annotations on each gold-standard data. 

With regard to the multilingual identification, the first studies exploited parallel 

corpora to find bilingual translations of collocations and other multiword expressions 

(Smadja, 1992; Kupiec, 1993; Haruno et al., 1996). More recently, the use of syntactic 

analysis was also proposed to restrict the search to predefined patterns (Wu & Chang, 

2003; Seretan & Wehrli, 2007). 

Other studies tackled this problem using comparable and unrelated corpora in two 

languages, by performing word-to-word translations of each component of the 

collocations — and other similar constructions — (Grefenstette, 1999; Baldwin & 

Tanaka, 2004; Delpech et al., 2012). Similar approaches, which improve the word-to-

word translation by taking advantage of distributional models were presented in Morin 

and Daille (2012) and Garcia (2018). Finally, recent articles investigate the use of 

contextualized compositional models as well as weighted additive vectors to improve 

the identification of equivalents of multiword expressions in different languages 

(Gamallo & Garcia, 2019; Garcia et al., 2019). 

Concerning dictionaries with collocational information, the majority of the publications 

are monolingual resources mostly focused on language learners. In this respect, English 

is the most represented language among the three targets (Benson et al., 1986; 

Crowther et al., 2009; Rundell, 2011), but there also exist dictionaries for Spanish, 

oriented to both native speakers and language learners (Alonso-Ramos, 2004; Bosque, 

2004, 2006). For Portuguese, the COMBINA-PT project has generated a database of 

different multiword expressions, including collocations (Mendes et al., 2006), while 

Syntax Deep Explorer provides an online tool to retrieve co-occurrence information 

from large corpora (Correia et al., 2016). Moreover, the work presented in Larens (2016) 

describes the creation of a collocational database of Brazilian Portuguese. 

From a multilingual perspective, some dictionaries with collocational information have 

been published for various language pairs, such as English–Russian (Benson & Benson, 

1993), German–French (Ilgenfritz et al., 1989), or Italian–German (Konecny & Autelli, 

2014). Several articles and projects have also carried out research aimed at creating 

multilingual dictionaries of collocations (Grefenstette et al., 1996; Nerima et al., 2003; 

Konecny & Autelli, 2014; Alonso-Ramos, 2015; Garcia et al., 2017; Orenha-Ottaiano, 

2017). Concerning the three languages of our study, Alegro et al. (2010) presents a 
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bilingual dictionary of adjectival collocations in English and Portuguese. However, to 

the best of our knowledge there is no freely available multilingual resource of 

collocations for English, Portuguese, and Spanish, so our research aims at contributing 

to this area with an online tool and free resources in the three target languages. It is 

worth mentioning, however, that online dictionaries such as Linguee1 contain not only 

monolexical entries, but also some multiword expressions (including several 

collocations). In this regard, the main difference with respect to our work is that we 

extract the equivalents from comparable and unrelated corpora instead of parallel data. 

3. Automatic extraction of collocations 

This section presents the different steps to automatically generate equivalents of 

collocations in various languages. First, we explain the processes used to obtain 

collocation candidates in one language, and then we introduce the approach to obtain 

their equivalents in other languages. Finally, we briefly discuss some features and 

shortcomings of the proposed strategies. 

3.1 Monolingual extraction 

We understand collocations as phraseological combinations of two lexical units (LUs) 

which are directly linked by a syntactic relation (Hausmann, 1989; Mel’čuk, 1995). The 

internal structure of these expressions is not symmetrical, since while one of the LUs is 

freely selected due to its meaning (the base), the selection of the other component (the 

collocate) is restricted by the former (Mel’čuk, 1996). Thus, a base such as shame may 

select the collocates deep or intense (but not strong or heavy) in order to convey the 

meaning ‘intense’. 

Aimed at identifying the syntactic relation between two lexical units we employ 

dependency parsing, which establishes binary relations between the different words of 

a sentence (Tesnière, 1959; Kübler et al., 2009). To capture the collocability of two 

syntactically related words we use various association measures which assign numerical 

values that allow us to rank the attraction or repulsion of the word pairs (Evert, 2008). 

With this in mind, our method to extract monolingual collocation candidates is as 

follows: First, we obtain large amounts of corpora for each language (in our case, 

English, Portuguese, and Spanish). So far we have been working with texts from 

different sources, such as the Wikipedia, the Europarl (Koehn, 2005), OpenSubtitles 

(Lison & Tiedemann, 2016), as well as text from other genres such as essays, literature, 

and web pages. These corpora are first processed using LinguaKit to identify sentence 

boundaries and to provide tokenization, lemmatization and PoS-tagging (Gamallo et 

al., 2018). Then, the corpora are enriched with syntactic information using UDPipe 

                                                           

1 https://www.linguee.com/  
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models (Straka & Straková, 2017), which are based on Universal Dependencies 

annotation (Nivre, 2015).2 It is important to note that the use of dependency parsing 

also allows us to identify long distance dependencies which are not captured in a short 

span of text. 

Once we have the processed data for each language, we select as candidate collocations 

those pairs of lemmas that belong to the following dependency relations, structured as 

base–collocate tuples: obj (invoice,issue), amod (shame,deep), nmod/compound 

(cigarette,packet). We use lemmas instead of tokens (i.e., we represent the different 

inflected forms of a word by a single entry) to reduce the data sparseness.3 

Over these candidates, we apply different association measures (e.g., t-score, log-

likelihood, Dice) to rank each list of pairs. From the results of previous studies, we use 

different AMs for each dependency relation (Garcia et al., 2019). Moreover, and since 

most frequent candidates tend to be phraseological, these ranks are combined with 

frequency data to select the top−n combinations (Krenn & Evert, 2001). At the end of 

this process we have, for each language, large sets of collocation candidates for the 

three mentioned patterns. 

3.2 Bilingual equivalents 

In order to obtain equivalents in various languages of a given collocation in a source we 

use compositional semantics strategies by means of cross-lingual distributional models. 

3.2.1 Cross-lingual distributional models 

Monolingual models of distributional semantics (also known as word embeddings) use 

contextual information to represent words as n−dimensional vectors, so words 

occurring in similar contexts tend to have similar vectors (Landauer & Dumais, 1997). 

Likewise, cross-lingual models represent the words of different languages in the same 

vector space, thus allowing for the computation of distributional similarities between 

those different languages (Rapp, 1999; Ruder et al., 2019). 

To build our collocational database we have used two different approaches to obtain 

cross-lingual models of distributional semantics. On the one hand, we have used 

MultiVec (Bérard et al., 2016) to train bilingual models using parallel data from the 

Europarl and OpenSubtitles corpora (Koehn, 2005; Lison & Tiedemann, 2016). On the 

other hand, and taking into account that large amounts of parallel data from different 

domains are scarce, we have also trained monolingual models using word2vec (Mikolov 

                                                           

2 https://universaldependencies.org/ 
3 Note that, for instance, a single verb in several Romance languages (including Portuguese 
and Spanish) may have more than 50 different inflected forms. 
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et al., 2013), and then mapped into a shared vector space with vecmap (Artetxe et al., 

2018). The latter approach obtains high-quality cross-lingual models by means of 

unrelated corpora, so it allows us to use a large variety of texts from different genres 

which in turn generate better word embeddings. 

We train the distributional models converting the original tokens of each corpus into 

lemma_PoSTag entries. This strategy alleviates both the sparseness produced by 

morphological variation as well as the potential ambiguity of words with different 

morphosyntactic categories which have the same lemma (e.g., plane_NOUN, 

plane_VERB, plane_ADJ). Besides, using these linguistically-enriched models allows 

us to select only those base and collocate candidates which belong to a specific part-

of-speech. 

In sum, cross-lingual models of distributional semantics allow us to obtain 

distributionally similar words in a target language for a given input in a source language. 

For instance, if we search for the most similar nouns (in English) to adversário (in 

Portuguese), we may get words such adversary, foe, or opponent. 

3.2.2 Compositional semantics methods 

A collocation encodes semantic information from both the base and the collocate, so 

that they are semantically compositional expressions. Nevertheless, it is worth noting 

that a collocate may convey a particular meaning in each specific combination (Mel’čuk, 

1995). For instance, different adjectives such as heavy and strong convey basically the 

same meaning in collocations such as “heavy rain” and “strong coffee”, while the verb 

[to] pay has a different meaning in “pay attention” and “pay the bills”. The bases, 

however, have a stable meaning across the different combinations in which they appear. 

With that in mind, the semantic properties of collocations should be taken into account 

when searching for equivalents in other languages. 

The approach that we use to find multilingual equivalents has been evaluated in various 

languages and relations with high precision results (Garcia et al., 2017; Garcia, 2018). 

On the one hand, we rely on the previously extracted monolingual collocations to select 

candidates which have some degree of collocability (or are at least frequent 

combinations) in each language. On the other hand, we select as candidate translations 

those collocations with a high degree of similarity between the input and target bases. 

The procedure is as follows: given an input collocation in a source language (e.g., lío 

tremendo, ‘huge mess’ in Spanish), we select its base (lío) and retrieve the n most 

similar words with the same part-of-speech in the target language: e.g., “trouble”, 

“mess”, etc. in English (where n = 5 and the similarity is computed by their cosine 

distance). Then, we select those collocations in the target language with the candidate 

bases (e.g., “little trouble”, “deep trouble”, “huge mess”, “fine mess”, etc.). After that, 

we compute the similarity between the source collocate and the target ones (e.g., 

“tremendo” versus “little”, “deep”, “huge”, and “fine”). If the cosine distances between 
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both the source and target bases and collocates are higher than a given threshold, they 

are selected as potential equivalents, and the average similarity between both 

components is set as the translation confidence value (e.g., “lío tremendo–huge mess”: 

0.72). 

This strategy follows the base–collocate structure of collocations by selecting in the 

target language only candidates with very similar bases. Also, it allows us to identify 

not only word-to-word translations between the collocates, since we use distributional 

similarity to compute the distance between the different candidates (Morin & Daille, 

2012). Finally, using previously extracted collocations (instead of artificially generating 

new instances) avoids the creation of unconventional combinations in the target 

languages. 

3.3 Discussion 

Even though the proposed approaches effectively obtain equivalents in various 

languages with high precision (about 90%, depending on the scenario), it is worth 

noting that the results and error analyses carried out in different studies have pointed 

to some issues that could be improved in further research (Garcia et al., 2017, 2018). 

On the one hand, using statistical data (frequency and various association measures) 

to rank the monolingual collocation candidates may result in non-phraseological 

expressions such as free combinations (e.g., “buy [a] beer”) or quasi-idioms (“big deal”) 

(Mel’čuk, 1995). In this regard, we do not consider this circumstance a serious problem 

as long as the equivalents in the other languages (if any) are valid. However, and with 

a view to refine the monolingual identification, several strategies can be implemented 

to improve the ranking of the candidates and to automatically identify non-

compositional expressions (Pecina, 2010; Cordeiro et al., 2019). 

On the other hand, and even if distributional semantics models are able to identify 

some non-congruent bilingual equivalents, several collocates convey a very different 

meaning (with respect to their most frequent one) in some specific collocations. In these 

cases, finding appropriate candidates without using parallel corpora may be a difficult 

task: for instance, both the Portuguese and Spanish translations of the English verb 

“[to] pay” will probably belong to the economic field (pagar ‘[to] pay’, cobrar ‘[to] earn’, 

etc.), so our approach may not identify prestar atenção/atención (literally ‘[to] lend 

attention’) as equivalents of “[to] pay attention”. There is, however, recent research 

which could improve the extraction of these cases: as mentioned in Section 2, Garcia 

et al. (2019) propose a compositional strategy to find bilingual collocation equivalents 

using weighted additive vectors. Besides, in Gamallo and Garcia (2019) the authors use 

contextualized word embeddings based on syntactic dependencies to represent the 

meaning of composite expressions. In this regard, combining both approaches could be 

an interesting line of research for further work. 
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Finally, the performance of our current approaches is also influenced by one of the main 

shortcomings of standard distributional methods, which represent in the same vector 

different senses of the same word. To overcome this issue (apart from the mentioned 

strategy of Gamallo and Garcia (2019)), studies such as Iacobacci et al. (2015) have 

implemented sense-based distributional models, while recent research in NLP obtains 

pre-trained contextual representations, where the vector of a given word is based on 

the other words which occur in the same sentence (Weir et al., 2016; Devlin et al., 

2019). 

4. Towards a multilingual dictionary of collocations 

This section illustrates how we leverage the multilingual resources generated by the 

methods presented above to create an online tool with monolingual and multilingual 

collocational information. This tool is not a finished multilingual dictionary of 

collocations, but rather an instrument to help language users by exploiting our database. 

In this regard, it is worth remembering that this database is automatically constructed 

and freely available, and that it can be updated both with new information obtained 

from corpora as well as with manual annotation from lexicographers. 

The query interface is based on a source–target structure, so that the user should first 

select the desired translation direction (e.g., English→Portuguese, 

Portuguese→Spanish, etc.). As in other resources, the basic units of the dictionary are 

nouns (Lea & Runcie, 2002). In our case, however, the selection of nouns as the main 

unit derives from the fact that they are the bases of the three considered patterns. 

Nevertheless, the same strategy can be applied to other collocational patterns such as 

verb–adverb (e.g., “really want”, where the verb is the base), or adjective–adverb (e.g., 

“extremely powerful”, in which the adjective is the base), among others. 

Thus, after selecting a source and target language, the user introduces a noun (by its 

lemma) in the search box (e.g., “wine” in English→Portuguese). As the input query is 

performed, the dictionary will show, in three columns, the highest ranked combinations 

in the source language with the given base. In the previous example, the verb–object 

column may include “drink wine”, “produce wine”, or “export wine”; adjective–noun 

collocates such as “red wine”, “white wine”, or “varietal wine”, and “bottle [of] wine”, 

“glass [of] wine”, or “wine grape” as nominal compounds. The user can expand one 

specific column to search for other collocations in the desired pattern. Besides, the tool 

allows for clicking in a particular collocation to see a few usage examples extracted 

from corpora. At this point, the dictionary can be also seen as a database of collocations 

in a specific language. 

Continuing with the multilingual tool, the user can select a collocation in the source 

language to search for equivalents in the target one (e.g., adjective–noun: “red wine”). 

Then, the dictionary will show the collocation equivalents in the target language, sorted 

by the confidence value obtained using the compositional strategies presented in Section 
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3.2. Following the previous example, the Portuguese equivalents (and their confidence 

values) of the English collocation “red wine” may be vinho tinto: 0.95 (‘red wine’), 

vinho rosé: 0.86 (‘rosé wine’), or vermute tinto: 0.83 (‘red vermouth’), among others. 

Again, the tool allows the user to expand the number of bilingual equivalents as well 

as to see real examples in corpora, this time in the target language. 

It is worth mentioning that the database is automatically enlarged with new entries 

built by transitivity. Therefore, in those cases where it has a specific collocation 

translated in two language directions it infers the third one if it has not been extracted. 

As an example, let us say that we obtained the English→Portuguese and 

English→Spanish equivalents of “red vermouth” (vermute tinto and vermú rojo, 

respectively), but not the Portuguese→Spanish translation. Thus, the tool will infer 

that vermú rojo may be a suitable translation of vermute tinto. In these cases, the 

inferred equivalents are presented using a slightly different colour to inform the user of 

this fact. 

 
Figure 1: Example of the online interface of the dictionary. 

 

Figure 1 shows an example of the online interface. The inserted noun (top row) is 

problema (‘problem’) and the translation direction Spanish→English. The figure 

includes the second visualization of the tool, after selecting the input collocation 

problema serio (adjective– noun). It displays the top two translations together with 

their confidence values, and allows the user to click on any of them to see real examples. 

The current version of the online tool (together with the multilingual database) presents 

two issues that can be addressed in future research. First, as our approach relies on 
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lemmatized instances of syntactic dependencies, we do not pay particular attention to 

the surface structures allowed by each collocation. Thus, the dictionary provides the 

users with base–collocate data, but it does not explicitly inform, for instance, whether 

a noun requires a determiner or not (e.g., *“take the advantage” versus “have a look”). 

The second peculiarity concerns the order in which both LUs are shown to the users. 

In each pattern, collocations are presented in their canonical structure in the three 

languages (e.g., adjective–noun pairs are shown as noun–adjective in Portuguese and 

Spanish), but while some of them are mostly used only in a particular pattern (e.g., 

“football manager” versus *“manager of football”), others may appear in both ways 

(e.g., “energy consumption – consumption of energy”).4 Both problems are partially 

addressed with the usage examples of each collocation, but further work could also 

focus on these issues in order to improve the representation of each combination. 

5. Conclusions and further work 

This paper has presented a set of methods to automatically create a database of 

collocation equivalents in English, Portuguese, and Spanish. This database is used to 

supply an online dictionary which aids language users in the selection of both 

monolingual and multilingual combinations of a given noun. 

To extract candidate collocations we employ dependency parsing and statistical 

association measures applied to large monolingual corpora. We have focused on the 

following three collocational patterns: verb–object, adjective–noun, and nominal 

compounds. To identify bilingual equivalents of a given collocation in a source language, 

we use compositional distributional methods which rely on pre-extracted collocations 

in the target languages. The cross-lingual distributional models can be directly learned 

using parallel corpora, or mapped after monolingual training with unrelated resources. 

Apart from presenting the different strategies to build the collocation database, this 

study also discusses some shortcomings of the proposed approaches, aimed at improving 

both the monolingual extraction and the multilingual alignment in further work. 

Finally, the paper presents the main structure and functionalities of the online tool, 

which can be useful for language users in a monolingual scenario (searching for 

collocates in a particular language) and in a multilingual one (to find equivalents in 

other languages). It is worth noting that all the resources created in this research will 

be freely available. 

 

                                                           

4 A different issue occurs in some constructions which may have a different meaning with 
respect to their structure, such as “coffee cup” and “cup of coffee”. 
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